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Abstract— In today's world, opinions and reviews play a 

critical factor in formulating our views and influencing the 
success of the product or service. With the extreme growth 
of social media, people often express their views on one of 
the popular social media, named twitter. Twitter presents a 
challenge for analysis because of its humongous and 
disorganized nature. The work in this report Quality 
Analysis of Top Colleges Using Twitter Data is to find the 
top colleges in the country, considering the tweets from one 
of the popular social media named twitter. In the process of 
analysis, many preprocessing techniques can be applied to 
the data that is generated by twitter. The analysis is done 
using the python programming, applying the TextBlob for 
preprocessing and Naïve Bayes for classification the result 
will be shown in the form of a graph. Based on the 
percentage of the positive tweets the ranking of the colleges 
is done 
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I. INTRODUCTION 

 
With the huge amount of increase in web technologies, 

the no of people expressing their views and the opinion via 
the web are increasing. This information is useful for 
everyone like businesses, governments and, individuals with 
500+ million tweets per day, twitter is becoming a major 
source of information. The raw tweets are given as input. 
We automate the process of tweet extraction and 
categorizing it into three categories i.e. positive, negative 
and neutral tweets. The content in twitter generated by the 
user is about different kinds of products, events, people and, 
political affairs[1].  

Performing quality analysis on tweets is considered best 
due to the following reasons:  

• Analysis of real-time can be done. 
• A huge variety for performing the analysis [2]. 

 
Quality analysis can be defined as a process that extracts 

the attitudes, opinions, views, and emotions from the text, 

 
 
 
 
 
speech, tweets, and database source through NLP it is also 
known as opinion mining, it detects whether a piece of 
writing is positive, negative or neutral[3]. Today most 
people use social networking sites to express their opinion 
about something. Companies have been receiving polls 
about the products they manufacture. The quality analysis is 
done using various machine learning techniques. Analysis 
can be done at the document, phrase and sentence level. In 
the document level, the entire document is taken then it is 
analyzed whether the content is positive, negative or neutral. 
In phrase level, the analysis of phrases in a sentence is taken 
into account to check the polarity. In sentence level, each 
sentence is classified into the number of classes[4]. The goal 
of quality analysis is to harness this data to obtain important 
information regarding public opinion, which would help 
make smarter business decisions, political campaigns, and 
better product consumption [5]. Here we are doing the 
sentence-level analysis, all the sentences are taken into the  
.csv file then pre-processing apply on those sentences and 
using a machine learning algorithm that data is classified[6]. 
 

In today's world, roughly 34,582,000 out of an estimated 
176,805,000 of the 18-23-year-old age group in India 
receive higher education which equates to about 19.56% of 
the age group. Much reputed government and private 
colleges in India aim towards providing class education to 
their students and follow different ideologies, pedagogies 
and examination procedures. It is highly useful for the 
interested student to evaluate the choices available to 
him/her in selecting a college that not only furnishes the 
student with the desired academic or professional prowess 
but also equips him/her with the right kind of learning tools 
according to his/her capabilities. The tweets about the 
colleges have been collected and analyzed to find the user’s 
opinion on the perception of these colleges, the ranking of 
the college is found[7]. 
 

II. RELATED WORKS 

 
Qi Gu, Eugene Santos Jr, Eunice E. Santos has done 

modeling opinion dynamics in the social network. Opinion 
dynamics is a complex procedure that entails a cognitive 
process when dealing with how a person integrates 
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influential opinions to form a revised opinion. In this work, 
we present a new approach to model opinion dynamics by 
treating the opinion on an issue as a product inferred from 
one's knowledge bases, where the knowledge bases keep 
growing and updating through social interaction. A general 
impact metric is proposed to evaluate the likelihood of a 
person adopting the opinions of others. Specifically, a set of 
domain-independent influential factors is selected based on 
social and communication theories, but the weights of these 
factors are missing. Though the opinions from different 
actors are not integrated linearly like traditional methods, we 
show that the factor weights can be efficiently learned via 
regression. We validated the effectiveness of our model by 
comparing it against a baseline model on both synthetic and 
real datasets[8]. 
 

Arora, Li, and Neville used Lexicon based Sentiment 
analysis on various smartphone brands to judge their 
popularity and reviews in the range of sentiment scores from 
-6 to 6[9]. 
 

Twitter has received much attention recently. An 
important characteristic of Twitter is its real-time nature. 
Takeshi Sakaki, Makoto Okazaki, and Yutaka Matsuo 
investigated the real-time interaction of events such as 
earthquakes in Twitter and propose an algorithm to monitor 
tweets and to detect a target event. To detect a target event, 
the authors devised a classifier of tweets based on features 
such as the keywords in a tweet, the number of words, and 
their context. Subsequently, the authors produced a 
probabilistic spatiotemporal model for the target event that 
can find the center of the event location. They regarded each 
Twitter user as a sensor and apply particle filtering, which is 
widely used for location estimation. The particle filter works 
better than other comparable methods for estimating the 
locations of target events. As an application, the authors 
developed an earthquake reporting system for use in Japan.  

Because of the numerous earthquakes and a large number 
of Twitter users throughout the country, the author can 
detect an earthquake with high probability (93 percent of 
earthquakes of Japan Meteorological Agency (JMA) seismic 
intensity scale 3 or more are detected) merely by monitoring 
tweets. The systems detect earthquakes promptly and 
notification is delivered much faster than JMA broadcast 
announcements[10]. 
 

Neethu M. S. and Rajasree R used twitter posts on 
electronic products, compared the accuracy between 
different machine learning algorithms and further improved 
the accuracy by replacing repeated characters with two 
occurrences, including a slang dictionary and considering 
emoticons[11]. 
 

Researchers have also been working upon the prediction 
of the accuracy of the tested dataset using Machine Learning 
algorithms. Kanakaraj and Guddeti used Natural Language 
Processing Techniques for sentiment analysis and compared 
Machine Learning Methods and Ensemble Methods to 
improve on the accuracy of the classification[12]. 
 

Also, the area of neural networks has been investigated 
for performing sentiment analysis on benchmark datasets 

consisting of online product reviews. Bespalov, Bai, Qi, and 
Shokoufandeh carried out binary classification on Amazon 
and TripAdvisor datasets using a Perceptron classifier and 
obtained one of the lowest error rates among their 
experiments of 7.59 and 7.37 on the two datasets 
respectively[13]. 
 

III. SYSTEM ANALYSIS 
 
A.  Existing System 

 
In Existing Method, three of the premier colleges in 

India, namely the All India Institute of Medical Sciences 
(A.I.I.M.S.), the Indian Institute of Technology (I.I.T.) and 
the National Institute of Technology (N.I.T.) have been 
analyzed to find the user's opinion on the perception of these 
colleges and the magnitude of these opinions[14]. The 
authors used different machine learning algorithms like 
Support Vector Machine and Artificial Neutral Networks 
and Naïve Bayes to measure accuracy[15]. 
 
B. Proposed System 

 
In the proposed system the tweets about the various 

college are collected from twitter. The quality analysis on 
the tweets is done to find the percentage of positive, 
negative and neutral tweets. Based on the percentage of  
positive tweets the ranking of the college is found. . Based 
on the percentage of the positive tweets the ranking of the 
colleges is done[16]. 
 
 

IV. SYSTEM ARCHITECTURE  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 1: Architecture design 

 
Firstly, we want to create a twitter account to get the API, 

secret and the consumer key to access the tweets. Then we 
will collect the datasets of the colleges. The preprocessing is 
done to remove the tags, URL, and spellcheck. After 
preprocessing the tweets are classified into positive, 
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negative and neutral tweets and the result is shown in the 
form of a graph. The ranking is done depending upon the 
percentage of the positive tweets i.e the college which has 
the highest positive tweets is ranked as the top college. 
Based on the percentage of the positive tweets the ranking of 
the colleges is done[17]. 
 
A) Getting the API 
 

The first step is to create a twitter account, for accessing 
the tweets you need four keys 
 

• Consumer Key 
• Consumer Secret Key 
• Access Token 
• Access Token Key[18].  

For generating the above keys follow the steps given 
below.  

• Go to the https://apps.twitter.com/app/new and 
login if necessary. 

 
• Enter your application name, description and your 

website address making sure to enter the full 
address including the https://. You can leave the 
call back URL empty. 

 
• Accept the conditions and submit the form by 

clicking the create your twitter application. 
 

• After creating your application click on the tab that 
says keys and access tokens then you have to give 
access to your account to use this application. To 
do this select the create my access token button. 

 
• Lastly copy all the keys i.e consumer key(API key), 

consumer secret access token and access token 
secret from the screen into your plugins twitter 
options page and test[19]. 

 
After generating the keys the datasets are collected using 

the python code[20]. 
 
B)Preprocessing 

 
Every second, on average, around 6,000 tweets are 

tweeted on Twitter, which corresponds to over 350,000 
tweets sent per minute, 500 million tweets per day and 

around 200 billion tweets per year[21]. Unlike other text 
documents, Twitter may be a domain where people use their 
freedom to express messages or comments flexibly. Twitter 
acquired a lot of raw information that may or may not find a 
use for the application. Several attributes have been 
identified for a Twitter 53 status update or tweets. The 
maximum length of the Twitter message is 140 characters 
which may include user-mention, hashtag, URL, etc. The 
frequency of elongated words, slangs, acronyms, and 
emoticons is much higher than any other domain[22]. 
 

Pre-processing is fundamental to all Natural Language 
Processing (NLP) tasks. Steps needed for pre-processing of 
text, in general, depending on the targeted requirement or 

application. Here tweets are pre-processed for remove 
unwanted characters such as URL, hashtag, etc. 
 

Here preprocessing is done using the TexttBlob. 
TextBlob is a Python (2 and 3) library for processing textual 
data. It provides a simple API for diving into common 
natural language processing (NLP) tasks such as part-of-
speech tagging, noun phrase extraction, feeding the 
keywords, translation, and more. Below are some of the 
features of the TextBlob[23]. 
 

Noun phrase extraction 
Part-of-speech tagging  
Language translation and detection powered by 
google translate  
Tokenization(splitting text into words and 
sentence)  
Word and phrase 
frequencies Parsing  
Wordinflection and 
lemmatization Spelling correction  

Wordnet integration 
 
C) Classification 
 

After preprocessing, all the tweet terms containing the 
keyword are classified into positive, negative and neutral 
tweets. Naïve Bayes algorithm is used for classification. 
Here we are having good words and bad words datasets. By 
comparing with this, we can classify the tweets into 
positive, negative and neutral tweets. The percentage of the 
positive, negative and neutral tweets is found. Depending 
upon the percentage of the positive tweets the ranking of the 
college is done. 
 

Naïve Bayes classification is nothing but applying the 
Bayes rule for forming the classification probabilities[24]. 
 
For a document d and class c 
 

P(c/d)=P(d/c)*P(c)/P(d) 

 
P(c/d) is read as the probability of a class c given a 

document d, it is also called as the posterior probability. The 
P(d/c) is called the likelihood, it is the probability of 
document d given a class c. P(c) is the prior, it is the original 
label of the document being positive, negative or neutral. 
P(d) is the normalization constant, it is used to ensure that 
the outcome can be represented in the probability 
distribution[25]. 
 
D) Graphs and results 

 
A graphical presentation is a diagram or graph that 

represents a set of data. The graphical representation is the 
visual display of data which will help us to present data in a 
meaningful way and it provides data that is very easy to 
understand and helps management to make decisions[26]. 
The graph is generated between positive, negative and 
neutral tweets. It is based upon the count of the positive, 
negative and neutral tweets[27]. 
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Based on the percentage of the positive tweets the ranking 
of the colleges is done[28]. 
 

V. IMPLEMENTATION 

 
In this section, we consider the quality analysis of top 

colleges using the twitter data. Here using the API the 
twitter data are accessed and the datasets related to the 
colleges are collected[29]. Then using the preprocessing the 
noisy data are removed[30]. Using the classification the 
tweets are classified into positive, negative and neutral 
tweets. Depending upon the percentage of the tweets the 
ranking of the college is done. The college which has the 
highest positive percentage is ranked as the top college[31]. 
The result is shown in the form of a graph for easy 
understanding.[32]. 
 

VI. RESULT  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2: Datasets of the colleges  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 3: classified datasets 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 4:Graphical representation of the percentage 

of Tweets  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 5: Ranking of the colleges based on the tweets 

 

VII. CONCLUSIONS 

 
In conclusion, Indian Institute of Technology,Bombay is 

the most positively talked about college among the premier 
institutes of India on twitter[33]. Since we are using the 
tweets for finding the ranking of the colleges, we have used 
the Naïve Bayes algorithm for the classification, because it 
is used to access a large number of datasets and provides the 
result with high accuracy[34]. 
 

Quality analysis is an effective way of classifying the 
opinions given by the people related to any topic, service or 
product. Automation of this task makes it easier to deal with 
the huge amount of data being generated by the social 
website like in twitter real-time analysis[35]. The Naïve 
Bayes provides high accuracy because each time a decision 
with the highest probability is made[36]. 
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